
1. Introduction 

Evaporation and condensation play very 

significant roles in most important industrial 

processes; for example, prospective applications 

include the removal of large heat fluxes in 

electronics and power engineering. Evaporation is 

the process of turning a liquid at its saturation 

temperature into vapor by applying heat. The reverse 

process of evaporation is condensation, where vapor 

turns into liquid due to the removal of heat. There 

have been many experimental analyses to explain the 

evaporation and condensation phenomena. However, 

it is very difficult to reveal these phenomena 

thoroughly through experimental measures. 

Therefore, it is necessary to carry out numerical 

simulations as a complement to experiments. Such 

numerical simulations may contribute to a better 

physical understanding of the complex evaporation 

and condensation phenomena.  

Many methods have been proposed to simulate 

the vapor–liquid phase-change problems, such as the 

volume-of-fluid (VOF) method [1-3] and the level 

set (LS) method [4-6]. The VOF method has an 

inherent mass-conservation property, more easily 

capturing the interface with the phase change’s heat 

transfer [7, 8]. The mass-conservation feature is 

particularly important when solving phase-change 

problems [8]. Therefore, the VOF method is a good 

choice. At present, the VOF method has been 

employed in the OpenFOAM 220 code to solve two-

phase flows. However, the default VOF method 
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A B S T R A C T 

In this study, the volume-of-fluid method in the OpenFOAM open-source CFD 

package will be extended to consider the phase-change phenomena with a modified 

model due to the condensation and boiling processes. This model is suitable for the 

case, in which the unsaturated and saturated phases both are present and for which an 

initial interface is not needed to begin boiling and condensation processes. Both phases 

(liquid and vapor) are incompressible and immiscible. The interface between two 

phases is tracked with the color-function volume-of-fluid (CF-VOF) method. Surface 

tension is taken into consideration by the continuous surface force (CSF) model. 

Pressure-velocity coupling will be solved with the PISO algorithm in the collocated 

grid. The accuracy of this phase-change model is verified by two evaporation 

problems (a one-dimensional Stefan problem and a two-dimensional film-boiling 

problem) and two condensation problems (a one-dimensional Stefan problem and 

filmwise condensation). The simulation results of this model show good agreement 

with the classical analytical or numerical results, proving its accuracy and feasibility. 
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employed in OpenFOAM cannot simulate heat and 

mass transfer through the phase interface. To 

overcome this shortcoming, the phase-change model 

needs to be added to the source terms in the 

governing equations and implemented in the code, 

and a new solver needs to be proposed. There are 

many different kinds of phase-change models in the 

references. In the existing models, the vapor–liquid 

phase-change model proposed by Hardt [9] has been 

most widely used. Its expressions are shown below. 

The evaporating mass flux at the liquid–vapor 

interface is calculated as 
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  is the evaporation coefficient. It represents the 

fraction of the fraction of the molecules that depart 

the interface during the evaporation, and its value 

depends on the fluid. Its range is from 0.04 to 1.0 

[11]. Details on the procedure are given by Hardt and 

Wondra [9].    

The interfacial temperature usually is set as the 

saturation temperature in the phase-change process. 

Based on Fourier’s law, the interfacial heat-flux 

jump can be calculated by the following expression: 
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where n  is the interfacial unit normal vector and 

it points toward the vapor phase. Nichita and Thome 

[12] and Mao[13] Worked on the following vapor–

liquid phase-change model was derived according to 

Eq. (3): 
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Due to unreasonable assumptions in the process 

of derivation, there is a large deviation between the 

computational results and the actual physical 

phenomena. For example, the bubble growth rate is 

not relevant to the vapor thermal conductivity 
v
  in 

the growing process of a saturated bubble in a 

superheated liquid. However, Eq. (4) contains the 

information of v  , which does not match the actual 

physical process. 

Based on the VOF method, many authors, such as 

Welch and Wilson [7] and Guo et al. [14], have 

developed program codes for solving phase-change 

problems. The key point of these methods is how to 

calculate the interfacial heat flux on both sides 

accurately, for example, |
l l

T

n

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
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Eq. (3). These methods can simulate the boiling and 

condensation problems that have an initial interface, 

but with the Lee phase-change model, boiling and 

condensation can be simulated without a primary 

interface, and when the temperature is higher than 

the saturation temperature, the phase change occurs. 

In this study, a multiphase solver capable of 

predicting the phase change is developed by 

extending the VOF method currently implemented in 

the OpenFOAM220[15] software package 

(interFoam) and by adding an energy equation while 

considering proper source terms. The implemented 

mass-transfer model has been modified to improve 

the simulation accuracy. Also, using the color 

function in conjunction with the VOF method 

eliminates the need for an initial interface to start the 

boiling and condensation processes. The phase-

change process is governed by the saturation 

temperature. Furthermore, developing new models 

using the OpenFOAM platform has the advantage of 

employing unstructured grids and parallel 

processing. Thus, the proposed method is not limited 

to any geometry, physics, or flow regime. The new 

solver is validated against three different cases, 

including the one-dimensional phase change, two-

dimensional film boiling, and condensation film 

flow. 

2. Computational method mathematical 

models 
2.1. Governing equations  

The VOF method uses a discontinuous scalar 

function to resolve the interface in fixed grids. This 

scalar function is the ratio of one fluid volume to the 

volume of the cell, and it is defined as The physical 

properties of the two-phase flow, such as viscosity (

 ), density (  ), thermal conductivity ( k ), and 

specific heat capacity ( pC ), 
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are defined as 

(1.0 )
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(6) 

where { ,  ,  ,  C }py k  . 

The following equations must be solved in the 

boiling simulation. These equations are the 

conservations for mass, momentum, energy, and 

volume fraction: 
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where s
F  defines the surface tension between two 

phases, without the density average, determined by 

the continuum surface force (CSF) model, proposed 

by [16].  is the surface tension, and  is the 

interface curvature given by 
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The extra divergence term .( (1 ) )
L L c

U    in 

Eq. (6) contributes only at the region of the interface 

(  0 1.0
L

). It limits the smearing of the interface 

because of the compensation of the diffusive fluxes 

[17]. cU  is the compressive velocity, which is 

calculated in the normal direction of the interface to 

avoid any dispersion [18]. Moreover, a compressive 

factor is used to increase compression as 
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 In the present study, the compression factor 


 1.0C  is considered. The coefficient 


C controls the 

weight of the compression flux and usually should be 

in the range of unity (


 1.0 4.0C ) [17, 19] . 

The Lee mass-transfer model is implemented to 

account for evaporation and condensation. The mass 

transfer rate in volume (kg/m3s) is given by [20, 21] 
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where er and cr are the mass-transfer intensity 

factors for evaporation and condensation, 

respectively. Different values can be assigned to er

and cr .[21, 22] An exclusive discussion about the 

mass-transfer intensity factor can be found in the 

Appendix. 

2.2. Numerical details 

All computations are performed using 

OpenFOAM [23]. In each time step, the following 

tasks are performed by the solver: 

1- advection of the VOF field and update of the 

thermophysical variables; 

2- an initial solution of the velocity field; 

3- calculation of the energy equation and an 

update of the mass-transfer rate; and 

4- a solution of the pressure-velocity coupling 

(pressure implicit with splitting of operators 

(PISO) algorithm). 

The governing equations are discretized based on 

a finite volume (FVM) formulation. The 

discretization is performed on a structured grid. All 

the variables are stored on the cell centers, where a 

collocated grid arrangement is used. In order to 

avoid a checker-boarding effect in the momentum 

equation, the Rhie–Chow momentum interpolation 

[24] is applied. 

In Table 1, the corresponding terminology of 

OpenFOAM also is given. 
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Table. 1  Discretization and interpolation schemes of the 

numerical model. 

Term 
Discretization 

scheme 
Method 

( )U
t





 Euler 

the first-order 

bounded implicit 

scheme 

.( )U U  vanLeerV See text 

.( )
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U  vanLeer See text 

.( (1 ))
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Interface 

compression 
See text 

.( )UT  vanLeer See text 
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central difference 
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**
1

f
  Corrected 

surface-normal 

gradient with 

correction on 

nonorthogonal 

meshes [25] 

1 2
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1

 ) 
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central difference 
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resulting surface-

normal gradient is 
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f
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getting face 
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The spatial derivatives are discretized using 

second-order schemes. The compressive term in Eq. 

(10) is discretized using the interface compression 

scheme [26] with the limiter function defined as 

(15) 
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where p
  and 

N
 are the flux at the evaluated and 

neighbor cells, respectively.    

The discretization of other convective terms are 

performed using the vanLeer scheme [27] with the 

following flux limiter function:  
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where the smoothness parameter r  is defined by 

the ratio of consecutive gradients [28].  
 

3. Result and discussion  

3.1. Stephan Problem 

3.1.1. Evaporation test 

The one-dimensional Stephan problem has 

become a benchmark for the phase-change model [7, 

9, 29, 30]. In this problem, a vapor film separates the 

liquid from the superheated wall; the liquid and 

vapor are initially in quiescent equilibrium. 

Evaporation pushes the liquid away from the heated 

wall. The interface is at the saturation temperature. 

Fig. 1 shows the boundary conditions for this 

problem, and the physical properties of the Stephan 

problem are shown in Table 2. A vapor film is 

inserted in the computational domain in the initial 

time, which consists of four first cells near the hot 

wall. 

The analytical solution of this problem is as 

follows [7]: 
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where x (t) is the exact interface position with 

time, T (x,t) is the temperature of the vapor side, 
v

d  is 

the vapor thermal conductivity, and   is calculated 

from the following equation [7]: 
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In this simulation, a one-dimensional 

computational domain is set up with only one grid 

cell in the direction of the translational invariance. 

The integrated simulation error is estimated as the 

vapor film-thickness error  (| |)
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Fig. 1   Schematic shape of the Stefan problem and boundary conditions for evaporation. 

Table. 2  Physical properties used in the Stefan problem. 

Density (gas, liquid) -3

kgm 1 

Viscosity (gas, liquid) 2 -1
m s

7

1 10


 

Specific Heat (gas, 

liquid) 

-1 -1

kJkg K1000 

Liquid Heat Conductivity -1 -1

Wm k 1 

Gas Heat Conductivity 
0.1& 0.01 

-1 -1

Wm k  

Latent Heat -1

kJkg
6

1 10

 

 

Surface Tension  -1

Nm 0.1 

r (mass-transfer intensity) -1
s1000 

 

 

 

 

 

 

(a) 

 

 

 

 

 

(b) 
Fig. 2  The interface positions at different times in the 

Stephan problem for the evaporation condition (a:
 

-2 -1

g
k = 0.1kJm K

 
b:

-2 -1

g
k = 0.01kJm K ). 

Fig. 2 shows the volume fraction distributions 

for two different thermal conductivities of the vapor 

phase. There is excellent agreement between the 

present numerical result and the exact solution 

based on the illustrated result in Fig. 3 and Table 3. 

Fig. 3 shows the interface position as a function of 

time for two different thermal conductivities of the 

vapor phase. The numerical results are displayed as 

lines and the analytical results as symbols. The 

curves indicate how the evaporation process is sped 

up with the increasing thermal conductivity of the 

vapor phase, whereupon excellent agreement 

between the analytical and the numerical results is 

obtained. Table 3 shows different mesh sizes—M1 

(64), M2 (128), M3 (512), and M4 (1000)—and 

compares convergence with an exact solution. This 

study used 1000 grids for the Stephan problem. 

 

Fig. 3  Comparison of the interface position between 

the analytical solution and computations. 

 
Fig. 4  Temperature distribution along the domain for 

the evaporation condition at time = 100[s]. 
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Fig. 4 shows the temperature distribution at 

t = 100[s] along the computational domain. On the 

vapor side, it predicts an analytical solution (Eq. 

(18)), and on the liquid side, it is correctly in the 

saturation temperature [7]. 

 

3.1.2. Condensation Test 

We can use the Stephan problem for the 

condensation condition. In this situation, a liquid 

film separates the vapor from the cold wall; liquid 

and vapor are initially in quiescent equilibrium. 

Condensation pushes the vapor away from the cold 

wall. The interface is at the saturation temperature. 

Fig. 5 shows the boundary conditions for this 

problem. At the initial time, a liquid film is inserted 

in the computational domain, which consists of four 

first cells near the cold wall. 

Fig. 6 shows the volume fraction distribution in 

the condensation condition for -2 -1

g
k = 0.1kJm K . 

Table 3. Stefan problem convergence

-2 -1

g
(k = 0.1kJm K )

 

 Present Simulation (Grid Number)  

 M1(64) M2(128) M3(512) M4(1000) Exact 

 ( 100)( )t m

 
0.01443 0.01426 0.01414 0.01411 1.410 

(ms)E  0.0292 0.0141 0.0051 0.0012 - 

 

 

 

Fig. 5  Stephan problem for condensation conditions. 

Also, Fig.7 shows the temperature distribution 

at t = 100[s] along the computational domain. On 

the liquid side, it predicts the analytical solution 

(Eq. (18)), and on the vapor side, it is correctly in 

the superheat temperature [7]. 

 

 

 

 

 

 

Fig. 6  Interface positions at different times in the 

Stephan problem for condensation condition 

-2 -1

g
k = 0.1kJm K

  

  

3.2. Two-dimensional film boiling problem 

 

Boiling of a quiescent liquid near a hot solid 

surface is called pool boiling. Some major regimes 

in pool boiling are convective heat transfer, 

nucleation boiling, 

 

Fig. 7  Temperature distribution along the domain for 

the condensation condition at time = 100[s]. 
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 and film boiling. The target of this section is the 

last one. In film boiling, the vapor layer separates a 

saturated or sub-cooled liquid from the hot solid 

plate. Since liquid has a higher density than vapor, 

Rayleigh–Taylor instability [31] occurs, which 

amplifies the small perturbation at the interface and 

leads to bubble growth:  

0

3
2

( )
L G

g


 

 
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
 . 

(22) 

Rayleigh–Taylor’s correlation assumes a 

uniform film thickness and a bubble diameter and 

height that are proportional to the bubble spacing. 

Conservation of mass and momentum in the vapor 

film, as well as the assumption that heat is 

transferred across the film due to conduction, 

enabled him to arrive at an expression for the 

Nusselt number [7]: 

31
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where the characteristic length is given by [7]. 
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(24)  

This correlation and the physical situation 

modeled by it are inherently three-dimensional. We 

will present two-dimensional simulations with the 

understanding that the numerical results cannot 

completely capture the physics of three-

dimensional film boiling, but these simulations do 

present useful test problems with which to develop 

methods directed toward simulating flows with 

mass transfer. We note also that there are 

correlations in the literature thought to be more 

accurate than the Berenson correlation [7]. We do 

not expect that two-dimensional simulations can 

predict Nusselt numbers with the fidelity necessary 

to require a comparison to the more accurate 

correlations. 

We consider a two-phase fluid with the 

properties given in Table 4 that also are used in [7], 

and at the beginning, the interface has an initial 

position that is given by the following equation 

[11]: 

0

0

2
[4.0 ( )]

128

x
y Cos

 


  . 

(25) 

Table. 4  Simulation details used in the film-boiling 

problem. 

Density Liquid -3

kgm 200 

Density Gas -3

kgm 5 

Viscosity Liquid 2 -1

0.1m s 

Viscosity Gas 2 -1

m s
3

5 10



 

 

Specific Heat Liquid -1 -1

Jkg K 400 

Specific Heat Gas -1 -1

Jkg K 200 

Liquid Heat Conductivity -1 -1

Wm k 40 

Gas Heat Conductivity -1 -1

Wm k 1 

Latent Heat -1

kJkg
4

1 10

 

 

Surface Tension  -1

Nm 0.1 

0
  

m 0.0786 

Gravity 2 -1

m s 9.81- 

r (mass-transfer intensity) -1
s10000 

Computational Grid 

(coarse) 
50 250 

Computational Grid 

(refined) 
200 600 

 

Fig. 8 shows the schematic diagram and 

boundary condition of the two-dimensional boiling 

problem. 

 

Fig. 8  Computational domain and boundary condition 

for film-boiling simulations. 
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Fig. 9  Quasi-periodic pattern in a film-boiling 

problem in coarse mesh. 

Fig. 9 shows a configuration similar to that seen 

by Welch and Wilson [7], who observed a quasi-

periodic pattern, but we observed a mushroom 

shape (Fig. 10). It should be mentioned that a group 

of authors observed a quasi-periodic pattern for 

bubble growth [7], but Hardt and Wondra [9] 

correctly noted it as a numerical artifact. This 

pattern can be observed only in coarse mesh, and in 

a mesh that is refined enough, a mushroom 

structure will be observed.  

In our simulations, the local Nusselt number is 

calculated as the dimensionless heat flux through 

the wall: 

0

0
|

( )
.

y

wall sat

T
Nu

T T y






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(26) 

    

    

Fig. 10  Mushroom structure in a film-boiling problem 

in refined mesh. 

 
Fig. 11  Nusselt number for a two-dimensional film- 

boiling problem in coarse mesh. 

 

The Nusselt number in Fig. 11 is an averaged 

value over the width of the solid wall. The 

maximum and minimum Nusselt numbers 

correspond to minimum and maximum average 

film thickness, respectively. The corresponding 

time-averaged Nusselt number is 2.7, which is only 

a 2% deviation from the result of the Berenson 

correlation (Eq. 24) [7, 9, 27]. 

 

3.3. Filmwise condensation on vertical 

channel 

In this section, a computational model has been 

developed to predict the condensation heat transfer 

on a vertical channel. Filmwise condensation 

occurs when a cold wall surface is in contact with a 

vapor near saturation conditions [32, 33]. The 

condensation process begins with vapor condensing 

directly on the wall surface. However, in contrast 

with dropwise condensation, after the wall is 

initially wetted, it remains covered by a thin film of 

condensate. After that point, condensation occurs 

only at the liquid–vapor interface. Therefore, the 

condensation rate is directly a function of the rate at 

which heat is transported across the liquid film 

from the liquid–vapor interface to the wall. Fig. 12 

shows three distinct regimes of filmwise 

condensation on a vertical wall. These regimes 

proceed in order from the top of the wall (x = 0): 

laminar, wavy, and turbulent. The Reynolds 

number is defined as 
δ

L

4Γ
Re =

μ

 , where Γ is the mass 

flow rate of condensate per unit width. At the top of 

the wall, where the film is thinnest, the laminar 

regime exists, and the liquid film is the laminar as 
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the film’s Reynolds number is below 30 [34, 35]. 

As the condensation process proceeds, more and 

more condensation appears on the surface and the 

liquid condensate is pulled downward by gravity. 

As the condensate moves downward, the film 

becomes thicker. The first sign of transition to a 

non laminar regime appears as a series of regular 

ripples or waves of condensate. This regime is 

called the wavy regime ( 30 Re 1800


  ) and is 

considered neither laminar nor turbulent. It is 

characterized by a consistent, regular series of 

waves in time. Finally, if the wall is long enough, 

the film thickness becomes so great that irregular 

ripples in both time and space will appear, which 

are identified as a turbulent flow regime [35].  

The saturated water vapor enters into the 

channel and the condensation takes place because 

the wall temperature is below the saturation 

temperature of the working fluid. Channel 

geometries are employed as follows: channel length 

L = 40 cm and width 2W = 4 cm. The flow both in 

vapor and liquid phases is laminar and 

incompressible. The geometric configuration and 

boundary condition of the condensation in a vertical 

channel are shown in Fig. 13, and the details of this 

problem are shown in Table 5. 

Table. 5  Simulation details used in the filmwise 

condensation problem. 

Density Liquid -3

kgm 971.8 

Density Gas -3

kgm0.5981 

Viscosity Liquid 2 -13

m s0.2818 10




  

Viscosity Gas 2 -16

m s12.27 10


  

Specific Heat Liquid -1 -1

kJkg K4.1963 

Specific Heat Gas -1 -1

kJkg K 200 

Liquid Heat 

Conductivity 

-1 -1

Wm k 0.67 

Gas Heat Conductivity -1 -1

Wm k 0.0251 

Latent Heat -1

kJkg2270

 

  

Surface Tension  -1

Nm 0.0582 

Gravity 2 -1

m s 9.81- 

 r (mass-transfer 

intensity) 

-1

5000s  

Computational Grid 200 1600  

 

 

Fig. 12  Flow regimes of film condensate on a vertical 

wall [35]. 

 

 

Fig. 13  Geometric configuration and boundary 

condition of the vertical plate. 

 

The calculations were carried out primarily with 

three different grid densities: 0.2 million, 0.3 

million, and 0.4 million elements to perform a grid 

independency test. The total condensation rate for 

the two fine grids is almost the same and 3.5% 

higher than that of the coarse grid. For the finest 

grids, the solution is too time consuming to be used 

practically. In this work, a mesh around 0.3 million 

quadrilateral grid elements is used for two-

dimensional simulations. In the liquid film flow 

regions and vapor–liquid interface regions, 

quadrilateral-shaped grids are either parallel or 

normal to the flow and mass-transfer direction. This 

means that the effect on the numerical diffusion is 

minimal and the simulation discrepancy is 

minimized. Other shaped grids, such as triangular 

grids, will lead to a difficulty in convergence. The 

accuracy of the simulations is determined by the 

grid shape and size. In the liquid film flow region, 
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the momentum gradients are larger than those in 

other regions. Thus, a fine mesh is needed to reduce 

the discretization errors. A finer mesh can lead to a 

more accurate simulation but additional computing 

cost [36]. To balance simulation accuracy and 

computing cost, a mesh that is 0.5 mm along the 

streamwise direction and 0.05 mm along the mass 

transfer direction is adopted in this work, while the 

mesh is much coarser in the vapor flow region. In 

general, the convergence criterion of 
1

\
n n

R R

 the 

constant is applied for all equations, where Rn 

refers to the maximum residual value summed over 

all the computation cells after the nth iteration. For 

all reported computational results, the convergence 

criterion is less than 
4

10


 for velocities and less 

than 
6

10


 for enthalpy. 

Fig. 14 shows the volume fraction factor field of 

the liquid in the considered domain, and Fig. 15 

shows the distribution along the X axis at the 

middle of the channel for the liquid void fraction 

and temperature. The sharp variations are found in 

the interfacial cells near the wall. The void fraction 

is equal to unity near the wall due to the liquid film 

flowing along the wall. A sharp decrease in the 

void fraction along the X axis indicates the 

transition from a liquid to a vapor through the thin 

interface region, as shown in Fig. 15 a. The 

temperature is shared among the phases, and there 

is a sharp increase in the temperature along the axis 

because the vapor’s temperature is fixed at the 

saturation temperature and the variation only exists 

in the thin liquid film region (see Fig. 15b). 

Fig. 16 shows a comparison between the results 

of the present calculations and the results using the 

source terms adopted in Zhenyu et al. [34] and 

Aghanajafi et al. [37]. The source terms based on 

the kinetic gas theory predict a similar distribution 

of the heat-transfer coefficient using source terms 

based on the energy balance at the interface [37] for 

the whole wall length. At this position, the film 

thickness is the main influential factor for the 

thermal resistance between the saturated vapor and 

the cold wall. A high heat-transfer coefficient is 

achieved because the film thickness is the thinnest 

near the inlet of the channel. As the condensate 

moves downward, the film becomes thicker; 

therefore, the heat-transfer coefficient decreases, as 

expected. As ripples or waves of the condensate 

appear, the heat transfer will be enhanced due to the 

increase in the interface area and the fluctuation of 

the condensate film. 

 

 

 

Fig. 14  Volume fraction factor of liquid and 

temperature field in the channel. 

(a) 

 

(b) 

 

Fig. 15  a: Liquid-phase void fraction factor; 

b: temperature 
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Fig. 16  Comparison of heat-transfer coefficient 

between present numerical simulations  

and experimental data  of [34, 37]. 

 

4. Conclusion 

The modified evaporation–condensation model 

was implemented into the VOF scheme with a 

piecewise linear interface construction as available 

within the commercial CFD code OpenFOAM. The 

model is suitable for the case in which one phase is 

unsaturated and the other is saturated. Calculations 

were performed for three analytically or semi-

analytically solvable test cases, a one-dimensional 

Stefan problem, and filmwise condensation. In 

addition, a two-dimensional film boiling problem 

was considered that has been analyzed by other 

authors based on the VOF and the level-set 

technique. 

Good agreement between the numerical and the 

analytical results was found for the Stefan problems 

and filmwise condensation on the vertical channel. 

In the film-boiling problem, a predominant 

evaporation mode with mushroom-shaped bubbles 

connected to the vapor film through a thin neck was 

identified. The same evaporation mode has been 

found by other authors [9] but stands in conflict 

with quasi-periodic bubble release patterns 

determined in earlier work [7]. The application of 

the model to the film-boiling problem demonstrates 

its usefulness in more complex situations than in 

the other validation cases. 

 

Appendix 

One of the well-known equations for calculating 

net mass flux in boiling and condensation through 

the interface is the Hertz-Knudsen-Scharge 

equation [10], which is defined as 

(27) 

 

 


''
( )2

( ).
2 2

sat l

v l

P TM P
m

R T T
  

Impinging molecules from the vapor phase can 

be reflected back into the vapor or can be absorbed 

by the liquid. Therefore,   is considered to be a 

function of the vapor molecules numbers that 

collide interface and condense or a function of 

liquid molecules numbers that collide interface and 

evaporate [38]. 

Pressure and temperature are related in a 

saturation condition. While the temperature is close 

to a saturation temperature, the Clausius–Clapeyron 

equation is used to define it as follows: 

(28) 

 


   



( ).
1 1

( )

sat sat

v l

H
P P T T

T

 

Substitution of Eq. (28) in Eq. (27) leads to the 

following equation for net mass flux: 

(29)  

  


 

 

'' 2

2 ( )2
.L G sat

L G satsat

T TM
m H

TRT

 

The mass transfer should be expressed in kg/m3s 

in conservative equations; therefore, 

(30)  

  


 

 

''' 2

2 ( )2
,L G sat

i

L G satsat

T TM
m A H

TRT
 

where 
i

A is the interfacial surface area. Hence, 

e
r  for evaporation would be 

(31) 

  
 

 

2
,

2 ( )2

G

e i

L Gsat

M
r A H

RT
 

(32) 

  
 

 

2
.

2 ( )2

L

e i

L Gsat

M
r A H

RT
 

It can be concluded that e
r  and 

c
r depend on 

material properties, and they are functions of the 

interfacial area. Therefore, the fixed mass transfer 

intensity factor might be considered as a source of 

error in the present numerical model [21]. 
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